BicHuk TepHONiIbCHKOTI0 HALIOHAJIBLHOTO0 TEXHIYHOTO YHIBEPCUTETY
https://doi.org/10.33108/visnyk_tntu

/7~ \
ﬁly Scientific Journal of the Ternopil National Technical University
u 2022, Ne [ (105) https://doi.org/10.33108/visnyk_tntu2022.01

ISSN 2522-4433. Web: visnyk.tntu.edu.ua

UDC: 004.67:519.25

DISTANCE MEASURES-BASED INFORMATION TECHNOLOGY FOR
IDENTIFYING SIMILAR DATA SERIES

Anastasiia Baturinets

Oles Honchar Dnipro National University, Dnipro, Ukraine

Summary. The aim of the work is to develop and implement a technology for identifying similar series, and to
test on series of data represented by hydrological samples. The subject of the study is the methods and approaches for
identifying similar series. The object of the study is the process of identifying similar series, which are represented by
certain indicators. The task is to propose and implement distance measures, where one of them takes into consideration
the similarity between the values of the series and their relationship, and another is based on a weighted Euclidean
distance taking into account the need to actualize the values that are the most important under certain conditions of the
task; to implement a technology to find similar series represented by certain indicators values; to obtain a more resilient
solution, to implement a procedure for determining a set of similar series based on the results obtained for each
individual distance; the results should be analyzed and the conclusions have to be drawn dealing with practical
application of the technology. The following methods were used: statistical analysis methods, methods for calculating
distances, and similarity between data series. The following results were obtained: the technology for similar data series
detection has been implemented; two distance measures were proposed and described as a part of the technology
implemented; a procedure for determining a set of similar rows was implemented that was based on the obtained
distances calculation. The scientific novelty of the research under discussion involves: Euclidean weighted distance was
described and applied taking into account the actuality of data series values; a new measure of distance has been
described and applied that allows both the degree of similarity between the values of the series and their correlation to
be taken into account, as well as a technique has been developed for determining similar series from a set of selected
distance measures. The practical importance of the developed and implemented technology consists in the following
possibilities application to data series of different applied fields: conducting an assessment and identifying some similar
series, in particular as an intermediate step in the analysis; in addition, the proposed distance measures improve the
quality of identifying similar data series. In our further research, we plan to investigate the possibilities of lengthening
the data series and filling in the gaps with values from other series defined as similar ones.

Key words: distance measures, similarity of numerical series, LCS, DTW, TSD, similarity of data series,
hydrology.
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Problem statement. A great number of problems from different applied fields deal with
identifying the objects’ similarities including those whose solution is an intermediate stage of
the analysis. All the problems of image classification, clustering, identification, etc. are based
on the task of the objects’ similarity determination.

The problems of classification and clustering are to divide a set of objects into some
groups or into classes. Though, taking into account some special features of different applied
problems, the use of the above-mentioned approaches has certain preconditions and
disadvantages. For instance, classification as an approach to study with a teacher, requires
having some specified data for study and analysis of the obtained results quality. Clustering, in
contrast to classification, does not require any a priori knowledge of an object belonging to a
certain class, but it is possible to obtain different results by using various algorithms and
distance measures, though their interpreting and the obtained groups quality analysis depend
mostly on the researcher.

Nevertheless, though the use of the sets of algorithms to determine the series similarity
has provided the obtained solutions stability, it has increased the complexity of the calculations
considerably.
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Analysis of the known results of the research. Some basic approaches in the problems
of time series clustering have been taken into consideration in the paper [1]. Some results of the
complex study of clustering, clustering algorithms, distance measures, methods of the
clustering results assessment, etc. in particular, have been presented by the authors [2]. Some
impact of distance measure on the clustering result has been studied in the paper [3].

Thus, distance measures and similarities are important components of object grouping
algorithms implementation. Euclidean distance and its variations, namely Manhattan distance
etc., are the simplest and the most widely spread in calculations. For instance, the weighted
Euclidean distance taking into account the importance of each emergency characteristic under
railway transport accidents clustering conditions was described in the paper [4].

The dynamic time warping algorithm should be distinguished among the more complex
ones, which nowadays is the most popular distance measure, as a great number of papers have
been devoted to the use and analysis of both its classic version, and the numerous modifications
of the algorithm, and some of them can be seen in the papers [5-10].

Along with the dynamic time warping algorithm, the similarity measure like the longest
common subsequence (LCS) is used quite frequently, which, unlike most distance and
similarity measures, is more resistant to noise. LCS algorithm description, its modifications,
and application examples can be found in the papers [11-15].

The study has been carried out by the authors in the paper [16], where the efficiency of
use of different measures of similarity and distance with different approaches to time series
presentation has been analyzed. The review and analysis of metrics to assess the intelligent
information systems have been made in the paper [17], namely, the metrics used for the
assessment of the systems of various nature and their elements are shown in table 1.

Thus, the problems of the paper under discussion have not proved any reasonable use
neither classification algorithms nor clustering ones as, firstly, there are no defined data to be
studied, secondly, the series division into classes cannot solve the set problem, and will require
some further analysis.

Paper purpose. The following problem must be solved: determine the most similar series
of indices, not more than the user has specified for certain series represented by certain
characteristics. Therefore, the main purpose of the paper under discussion is to study the
methods and the ways of similar data series determination.

To achieve the goal set one should develop, describe and implement the technology of
the certain indices similar series defining by solving the following problems:

1) choose and implement the distance measures which are calculated between the data
series values. To solve this problem it is necessary: to implement the known distance measures
that are used for numerical data series; propose and implement the distance measure which
takes into account both the value of the correlation coefficient and the distances between the
series; describe and implement the weighted Euclidean distance making more influential the
values which are more important under certain conditions of the problem;

2) find a set of similar series, and to do this it is necessary to implement the procedure
of a similar series set determination on the basis of the obtained results by each separate
distance;

3) provide the presentation of the technology results as curves, maps, tables, values of
calculated distances, and assessment, which makes it possible to make the analysis of the
obtained results.

Basic material. First of all, we should determine which distance measures will take part
in the calculations.

Dynamic time warping (DTW) is a widely-used method to find some similarities
between two series. The characteristic feature of the method is, that the series are defined as
similar ones when they are similar by shape but have some warping along the time axis.
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Distance measures-based information technology for identifying similar data series

There are a great number of modifications of the DTW algorithm, though the general
sequence of calculations can be presented as follows: a distance matrix is being constructed
between the two series (Euclidean distance is used in the paper under discussion) — a
deformation matrix is being constructed using the developed distance matrix — a deformation
path is being constructed according to the deformation matrix — being based on the found path,
the distance is calculated using the formula:

N
> d(w;)
DTW (Q,S) = min % (1)

where Q — is the series, for which similar ones are being looked for; S — data sequences which

are compared, d(w;) — the value of the certain element of the path on i — step; K — is the
number of elements of the constructed path.

Besides, a well-known method of the longest common subsequence (LCS) is used in the
study, which takes into account the advantages of dynamic programming and makes it possible
to determine some similar series.

The characteristic feature of the method LCS is that it is more resistant to noise than the
majority of the distances used. The classic version of LCS constructs a matrix taking into
account the similarity of two data series. Let’s take two series Q and S of length n and m
respectively, then the recurrent function of similarity will look like the formula [18]:

0, if i=00rj=0
LCS(i,j) = {1+ LCS[i—1,j — 1] if 10— S <e¢ @
max(LCS[i — 1,j],LCS[i,j — 1]) — otherwise

where i=1T ; J=LM : T.M _length of the correspondent series; ¢is found by the formula:

e = (max(Q) - |min(Q))) x p ©)

where P —the parameter from the range [0;1].
The higher value of the parameter P the larger range of deviation is, and the default

value P =0.025ya5 determined.
The distance value was calculated by the formula:

LCS it (Q,S) =min(n,m)-LCS(Q,S) 4)

Euclidean distance was found by the formula:

N
d=1/Z(Qi—Si)2 (5)
i=1

Manhattan distance was calculated by the formula:
N
d=Y|Q; -S| (6)
i—1 _
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The weighted Euclidean distance taking into account the valid values was calculated by
the formula:

N
d:\/ZWiX(Qi—Si)Z (7)

i=1

where Wi was calculated by the formulae:

(8)

or

Wi =— 9

where N — is the number of values of the series; t=LN .

Thus, the coefficient Wi will determine the force of impact of each constituent of the
distance, and will pay more attention to those values which are more important for a certain
applied problem solution.

In the problem of data series lengthening using the similar series indices to fill in the
absent values in a certain series under study, the calculations of the distance values as well as

the calculation Wi are performed from the left to the right along the time axis, and it does not
matter, the data of what period are to be restored.

The formula for calculation Wi will be chosen in the following way:
— if the period of the series lengthening is prior to the period of joint observations

(fig. 1), then Wi will be calculated by the formula (8), and so the value w; for each pair of values
of the compared series will be getting lower in the direction from the point «a» towards the

point «b». The highest value Wi il be obtained by the pair of values of the series which
correspond to the point «b», and the lowest one — to the point «a».
— if the period of the series lengthening is after the period of joint observations (fig. 1),

then Wi will be calculated by the formula (9), and so the value Wi for each pair of values of the
compared series will be getting lower in the direction from the point «b» towards the point «a».

The highest value "' will be obtained by the pair of values of the series which correspond to
the point «a», and the lowest one — to the point «b».
period of lengthening period of joint observations period of lengthening
« iy D >

Figure 1. Location of the periods of lengthening
Thus, the closer some compared pair of values is to the period of restoration, the more

they weigh when the distance value is calculated. If direction is not specified, then w; is
determined as it is equal to 1, and the formula looks like the Euclidean distance.
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A new distance measure Time Series Distance (henceforward TSD) is proposed, which
can be calculated on the basis of the similarity coefficient and Spearman’s correlation coefficient,
I.e. takes into consideration both the series similarity by their values and their relationship.

The following formula is used to calculate the distance:

d=""1 (10)

¢ : : Ki . . . -
where ! — Spearman’s correlation coefficient; ' similarity coefficient.

The computation formula Ki for data series of the same length will look like Jaccard
formula:

L

T2xN-L (1)

where N — the series length; L — the number of pairs of similar elements of series Q and S, is
proposed to calculate in the following way:

L={L+1, ifQix(l—p)SSiSQiX(1+P)} (12)
L+0 - else '

where P <01 default value was specified P=0-025

Using the right and the left parts of the inequality, we have obtained a variable range
which will depend on the series Q behavior.

On fig. 2 the data series values are shown on the curves, presented by daily indices of
water levels of post 79424 (river Stokhid in a small town Lyubeshiv, Volyn region) for the
period from 01.04.2012 to 30.06.2012, the upper and lower boundaries have been constructed

as well which were determined according to the formula (12) with P=90-025_ Thuys, the more
values of the series under comparison will happen to be in the range between the upper and

lower boundaries (fig. 2), the higher the value L will be, and accordingly the value K .

— 79424
250 —o- Q*(1-p)
sas | o QF(L4p)

water level, MM

02 09 16 23 30 07 14 21 28 04 11 18 25

Apr May Jun
2012

Figure 2. Curves of data series values of post 79424 and boundaries of permissible deviations
As the more general form, the formula (12) can be presented like:
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L= {L + 1, if S; < (max(QS) — |min(QS)|) X p} (13)
L+ 0—else

where QS — is a set of data series taking part in the analysis, including the series Q.

The right side of the inequality in the formula (13) is determined taking into account the
range of the whole set of data, so such presentation can be used for the distance matrix
construction as well, for example, in data series clustering.

Taking into account, that " €[=L1l and Kj e [0’1], due to the constant values of the

. . . di.€[01
numerator and the denominator in formula (10) we have obtained ~ 5 c[od]

The general scheme of the information technology of similar data series determination
Is presented on fig. 3.

‘ calculation of selected distances

v

selection of k data series with the lowest
values per each individual distance

v

the intersection of the resulting sets of
data series

v

‘ calculation of the additional estimates ‘

v

presentation of results

logical i
Result tabl Graph
s hydrological posts s

Figure 3. General scheme of the information technology

The selected distances are calculated on the first stage. As a result, the table of the
following structure is formed: the names of the distances are located in the columns, the
numbers of posts are on the lines, the distance values are on their intersection.

Having formed the table of the calculated distances, one should select those data series
which have the lowest values according to all distances. In general, the selection procedure
looks like:

1. The user defines the percentage of the total number of series, which are assumed to
be the similar ones, thus, the value k is obtained.

2. By each distance d; the first objects k are selected with the lowest values of the
distance, the others are not taken into consideration.

To determine a set of similar series, an intersection between the sets of objects left after
conduction of the p. 2 of the above-mentioned procedure is defined.

MAPE(%) and MSE, as well as the correlation coefficient Pearson r are calculated on the
stage of additional estimates calculation whose values enable us to assess additionally the
similarity of the defined series and the results in general. The list of data of estimates is not limited.

The library methods pandas of the programming language python are used to reduce the
data to average weekly and average monthly values. The object DataFrame have methods of
working with the data having time marks. The series values are reduced to the average weekly ones
by using the following method:data.resample(freq).mean(), where data — pandas. DataFrame,
containing the correspondent data series; resample() — the method provides grouping based on time
marks; freq — of string type, determines the grouping density. The values used in the paper: W —to
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Distance measures-based information technology for identifying similar data series

obtain average weekly values and M — for average monthly ones; mean() — aggregation method, in
this case, average values selection for the period according to the parameter freg.

Due to the results of the technology implementation, not only the final results was
provided but some intermediate data like tables, curves, maps were presented as well.

Problem setting and the output data of the experiment. To conduct a computation
experiment, the series of hydrological indices were chosen, presented by daily values of water levels
fixed by 94 hydrological posts located on the water objects in the river Dnieper basin, Ukraine. The
hydrological data were obtained from the Dnieper regional center of hydrometeorology.

One should determine the similar data series among other 93 hydrological posts for the
series of values of the hydrological post 79545 located on the river Sluch of Novohrad-
Volynskyi district, Zhytomyr region.

The period from 01.01.2010 to 31.12.2014 was chosen as a period of common
observations when the similarity between the series will be determined.

We suppose, that the further lengthening of the data series of the post 79545 for the
period from 01.01.2006 to 31.12.2009 will be conducted. The formula (8) or (9) is chosen
depending on the choice of the lengthening period. We assume, that not more than 5% of the
total number of series can be considered as similar ones (we round off up), i.e. the parameter

K =5 The value of the parameter p for the formula (11) was determined as 0,025.

We have to perform calculations on different presentations of data series: daily, average
weekly, average monthly indices of water levels. As the range of values of most calculated
distances is unlimited, the obtained results are normalized by the division of the correspondent
distance by the maximum value, that will enable to reduce all values to single range [0;1]. The
value of the distance TSD shouldn’t be normalized.

The conclusions should be made concerning the possibility of using the found similar
series to lengthen the data series of the post 79545 on the basis of the analysis of the obtained
results by different ways of data series presentation.

Results of the computation experiment. Due to the results of conducted calculation
experiment, first of all, the map of Ukraine was formed with the marked sites of hydrological
posts located on it (fig. 4), whose series of values took part in the analysis. The hydrological
post of data series, for which the similar series search was conducted, is marked by a circle
(post Ne79545 on the territory of Zhytomyr region), and other posts in the Dnieper basin, whose
series of values took part in the analysis, are marked by quadrangles.

..
.

Figure 4. Map of Ukraine. Location of hydrological posts in the Dnieper basin
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The daily water level values of the post and 93 data series, having common

observation period with the series of the post 79545, are shown on fig. 5.

water level, MM

01/2010 09/2010 05/2011 01/2012 09/2012 06/2013

—— 79043 79407 79496 —— 79555 —— 80083 —— 80133 80292

02/2014

80355 —— 80401 —— 80453 —— 80505

79358 79416 —— 79513 —— 79557 —— 80084 80136 80295 —— 80359 —— 80408 —— 80460

Figure 5. Graph of daily water level values for the period from 01.01.2010 to 31.12.2014

80432

80450

80486

10/2014

80513 80568
—— 79360 —— 79424 79518 79584 —— 80088 —— 80179 —— 80302 80369 80412 —— 80473 —— 80516 —— B0575
— 79361 79473 —— 79521 —— 79596 —— 80099 —— 80193 80320 —— 80372 —— 80421 —— 80478 —— 80518
—— 79365 —— 79477 —— 79524 79694 80122 —— 80209 —— 80344 —— 80380
—— 79400 —— 79481 79543 —— 79701 —— 80123 —— 80255 —— 80346

- 79403 —— 79485 —— 79545 —— 80073 80127 80259 —— 80350 —— 80391 —— 80447
— 79405 —— 79491 —— 79549 80077 80131 —— 80272 —— 80354 —— 80395

80564

80598
80483 —— 80522 —— 80600
80386 —— 80436 —— 80484 —— 80524 —— 80605
80530 —— 80802
80494 —— 80561 —— 80805

The normalized values of calculated distances for the series specified by the program as

a result of calcualtions are presented in table 1.

Table 1

Normalized values of distances

Values of Post Distances
the series Euclidian | Euclidian weight | Manhattan | DTW | TSD | LCSg;¢
Daily 79555| 0,0308 0,0327 0,0224 |0,0098 | 0,315 | 0,4803
79694| 0,0328 0,0355 0,0232 |0,0114 | 0,334 | 0,5175
Average 79555| 0,0245 0,0273 0,0186 |0,0152| 0,315 | 0,5667
weekly 79694 | 0,0271 0,0297 0,0215 ]0,0166| 0,330 | 0,5833
79596| 0,0358 0,0366 0,0285 |0,0195| 0,392 | 0,5500
Average 79555| 0,0289 0,0312 0,0217 ]0,0141| 0,288 | 0,5096
monthly 79694| 0,0313 0,0340 0,0227 |0,0148| 0,330 | 0,5441
79596| 0,0412 0,0419 0,0308 |0,0172 | 0,377 | 0,5287

The results of calculations of estimates ouninox MSE and MAPE, as well as the
correlation coefficient r for the data series, selected by the calculated distances, and the

series of the post 79545 are presented in table 2.

Table 2

The results of the calculation of estimates

. . Estimates
Representation of the values of the series Post MSE MAPE % .
Daily 79555 322,4 7,85 0,88
79694 365,1 8,13 0,86
79555 283,2 7,67 0,89
Average weekly 79694 332,9 8,00 0,86
79596 577,5 10,93 0,82
79555 203,3 6,72 0,90
Average monthly 79694 249,7 7,71 0,88
79596 436,3 10,19 0,84
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A fragment of the map of Ukraine with the sites of hydrological post 79545 location and
hydrological posts whose data series are defined as similar ones to the data series of the post
79545 is presented on fig. 6.

» 79596

79694

Search
post
79545,
Novograd-
Volinsky

.
g
Volyn¥xy

Figure 6. A fragment of the map of Ukraine. Location of hydrological stations

The values of data series indices of hydrological post 79545 and the posts which were
defined as similar ones, are shown on fig. 7 according to the calculations results on the values
reduced to daily water level ones

4501 —— 79545
425 79694
4004 e 79555
375 A
350
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E_. 325
g 300
v
v 2754
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i
150 *",‘ )
125 A

01/01/10 08/09/10 16/05/11 21/01/12 27/09/12 04/06/13 09/02/14 17/10/14
Tday

Figure 7. Graph of daily water level values as a result of the similar posts search
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The values of data series indices of hydrological post 79545 and the posts which were
defined as similar ones, are shown on fig. 8-9 according to the calculations results on the values
reduced to weekly and monthly water level ones.

425
400+

R
g &

water level, mm
u u ow
water level, mm

1= o }J\‘ g.‘\;‘g 150 ,.' ‘:
150 3‘7.‘\]" \J‘ ")\vf\ef
03/01/10 19112110 04/12/11 18/11/12 03/11/13 19/10/14 310110 30/11110 30/09/11 31/07112 31/0513 31/0314
Twesk Tmonth
Figure 8. Graph of average weekly water level Figure 9. Graph of average monthly water level
values as a result of the similar posts search values as a result of the similar posts search

Discussion of the results. Three the most similar series of the water level indices were
selected from 93 series, which were used for the comparison. Among them: a number of indices
of hydrological post 79555, located on the river Tnya in the village Bronyky of Novohrad-
Volynskyi district, Zhytomyr region; a number of indices of hydrological post 79596, located
on the river Ubort in the village Perha Olevsk district, Zhytomyr region; a number of indices of
hydrological post 79694, located on the river Uzh in the town Korosten, Zhytomyr region.

Thus, of all posts, whose location was presented on fig.4, and, as a result of the analysis,
the selected hydrological posts were located on the territory of the same region (fig. 6).

Comparing the fig. 4, where all the series of water level indices are presented, with
fig. 7-9, one can see, how close the selected series are to the series of post 79545 indices.

The series of water level indices values of posts 79555 and 79694 are the most similar,
i.e. those which have the lowest values of the calculated distances to the series of indices values
of hydrological post 79545, irrespectively of the way of indices values presentation (daily,
weekly, monthly).

Having paid attention to the results, presented in table 2, one can see, that the selected
data series of posts 79555 and 79694 have the lowest values of estimation MSE. MAPE
estimates show the value of the difference between the values series of the post 79454 and the
posts 79555 and 79694, expressed as a percentage, and they are less than 8,5% irrespectively
to their daily, average weekly, or average monthly values, that has proved the similarity of the
above-mentioned series. Besides, the correlation coefficient value for the data series of posts
79555 and 79694 with the post 79545 is higher than 0,85, which has proved the available direct
relationship between the values of water level indices for the specified series.

As for the obtained results concerning the series of data of the hydrological post 79596,
it should be mentioned, that this series was defined as a similar one by the technology.
Nevertheless, according to the presented results in the table 1-2 one can make the conclusion,
that it is necessary to carry out some extra study concerning the fact if the available series
increase or decrease the quality of the further analysis when the specified series is included in
it. Some doubts about using the data series of the hydrological post 79596 are caused by fact
that for this series the value of estimation MSE calculated for average weekly average monthly
values is 1,5 times higher than the same values of data series of hydrological posts 79555 and
79694. The doubts are proved by the fact that due to the calculations, based on data series
presented by daily indices, the technology has removed the above-mentioned series from the
list of similar series.
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Conclusion. The developed and implemented technology has enabled us to find similar
series on the basis of the calculated distance values. Some separate sets of series, defined as
similar ones, were obtained for each distance that had been used. The intersection taken between
the specified sets and the obtained single set of series provide a more stable solution while
similar series are determined. An example of up to five similar series found is taken into
consideration in the paper under discussion. According to the results of calculations on the
average weekly and the average monthly indices, only three such series have been found by the
technology, which belong to hydrological posts 79555,79694, 79596, and two series — while
the calculations were done on the daily values of water level of the posts 79555 and 79694.

The obtained results have proved, that some other series were included into every five
selected values by every separate distance, which were not taken into account when the
intersection between the sets was considered.

The scientific novelty: the weighted Euclidean distance was described and used taking
into account the valid data; some new distance measure was described and used enabling us to
take into account both the degree of similarity between the series values and their correlation
ties as well; the technology of similar series determination by the set of selected distances was
developed. The practical value of the developed and implemented technology contributes to the
following possibilities: it can be used for the data series which can be presented by the indices
of different applied fields; making assessment and similar series determining, the intermediate
stage of analysis, in particular; moreover, the proposed distance measures allow to increase the
quality of similar series or their grouping determination. Some further research is intended to
study the possibilities of data series lengthening and the gaps filling with the indices of other
series defined as similar ones.
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YAK: 004.67:519.25

THO®OPMAIIMHA TEXHOJIOT'ISI BUSHAUEHHSA CXOXKHUX PAIIB
JAHUX 13 BUKOPUCTAHHSAM MIP BIICTAHEHN

Amnacracia barypinensn

JHinposcvkuti nayionanonuu yuieepcumem imeni Onecs [ onuapa,
Jninpo, Ykpaina

Pesztome. Memoio € po3pobrennsi ma peanizayis MexHoN02I 6USHAYEHHS CXONCUX PAOIE OAHUX, d MAKOIC
il anpobayin na psaoax Oaumux, NPeoCmagienux 2ioOponociyunumu noxazuuxamu. Ilpeomemom 00cCniodicenHs €
Memoou ma nioXoo0u GUSHAYEHHsL CXONCUX Psa0ie Oanux. O6'ekmom 00CHIONCEHHs € NPOYEC GUSHAUEHHS CXONCUX
PAOI8 OaHUX, NPeOCMAasieHux NeGHUMU NOKAZHUKAMU. 3A80aHHSA. 3anponoxyeamu i peanizyeamu Mipu 6i0CmMai,
O0HA 3 AKUX 8PAXOBYE CXOHCICMb MINC 3HAUEHHAMU PAOI8 OAHUX MA iX 36 A30K, a Opyea — 3ACHOBAHA HA 36ACEHIll
eB8KNI0086ill 8BI0CMAHI, ane 3 YPaxy8anHaAM He0OXIOHOCMI aKmyanizayii OaHUX, AKI € ANCIUBIUUMU 30 NEBHUX YMO8
3a0aui. Peanizysamu mexnonozito 8USHAUeHHs cX0AHCUX PAOI8 OaHUX, NPEOCMABLeHUX NeBHUMU NOKA3HUKAMU. [
CMIUKIWO020 PO38 A3KY peanizyeamu npoyeoypy 6USHAUEHHS HADOPY CXOXCux psaoie Ha Niocmasi OmpumaHux
Pe3VIbMamia 3a KO#CHOI OKpemoio giocmannio. [lpoananizysamu ompumani pe3yivmamu ma 3p00umu 6UCHOBKU
U000 MONCIUBOCHT NPAKMUUHO2O BUKOPUCMAHHA MeXHONo2ll. Buxopucmogysanumu memooamu € Memoou
CMAmMUCMu4H020 AHAII3y, Memoou 0OUUCIeHHs GlOcmanell ma cxoxrcocmi midic paoamu. Ompumani pesyromamu
Peanizoeano MexHON02H0 GUSHAYEHHS CXOJXCUX pAadie Oanux. AK CKIado8y mexHonozii peanizosamo 086i
3anpononoeami U onucami mipu eiocmaueii. Peanizoeano npoyedypy eusnawenHs mabopy cxodxcux padie 3a
OMPUMAHUMU 3HAYEHHAMU 6i0cmanel. Haykoea HO8U3HA: ONUCAHO MA 3ACMOCOBAHO €8KII008Y 36AHCEH)
gi0cmanb 3 ypaxy8aHHAM akxmyansHocmi oanux. Onucano ma 3acmoco8ano HO8y Mipy 8i0cmani, aKka 00360J€
epaxysamu SK CMyNiHb NOOIOHOCMI MidC 3HAYeHHAMU pAdie, mak i ix Koperayiunuil 38’s130x. Po3pobieno
MEXHONO2II0 GUIHAYEHHS. CXOJNCUX pA0i@ 3d MHONCUHOI 00Opanux eiocmanel. Ilpaxmuuna 3nauywicmo
PO3p0OIEHOT ma peaniz08anHoi MexHON02Ii NOAA2AE 8 MAKUX MONCIUBOCMAX. 3ACMOCYBAHHS HA PAOAX OAHUX PI3HUX
NPUKNIAOHUX 00aACmel; NPO8eOeHH s OYIHIOBAHHS MA GU3HAYEHHS CXONCUX PAOIB8, 30Kpemda K NPOMINCHULL eman
ananizy. Kpim moeo, 3anpononosani mipu 8i0cmari 003601510Mb NIOSUWUMU AKICIb BUSHAYEHHS CXOHCUX PAOIE
abo ix epynysanusa. Ilooanvuii 00CRIONCEHHS NIAHYEMBbCSA CAPAMY8AMU HA OOCHIONCEHHS MOAICIUBOCHIEN
NO00BIHCEHHA PAOI8 OaHUX Ma NONOGHEHH NPONYCKI6 3a 3HAYEHHAMU NOKA3HUKIE iHWUX PAOI8, 8USHAYEHUX K
CX0(CL.

Knrouoei crnosa: mipu éiocmani, cxoocicmo yuciogux paoie, LCS, DTW, TSD, nodionicms psoieé danux,
2ioponoais.
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