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Summary. The method of automatic formation of rhythm cardiogram with increased resolution by means
of already-registered electrocardiogram processing has been substantiated and used in the paper for the first time.
This method enables the process of heart rhythm analysis based on rhythmcardiogram with the increased
resolution be fully automated in the automatic computer-based systems of functional diagnostics of human heart
condition and it is more informative in comparison with the conventional methods of heart rhythm analysis based
on the classic cardiointervalogram. The methods of statistical processing of cardiointervalogram have been
implemented on the basis of the mathematical model in the form of a conditional cyclic random process which is
the most complete and adequate description of the model within the stochastic approach. The formation of
rhythmcardiogram with the increased resolution is carried out in three stages. On the first stage the phases of the
same type are supposed to be detected corresponding to the limits of zones in all heart cycles of the registered
cardiogram. On the second stage the phases of the same type within the limits of the determined zones which
correspond to the waves’ extreme are supposed to be detected. On the third stage the differences between the
determined time moments are calculated that correspond to the detected phases of the same type in all the
neighboring cycles of the electrocardiosignal. The conventional segmentation methods were used in the paper to
determine the limits of the segments namely, the method, which is based on the Brodsky-Darhovsky statistics and
the method based on difference function of the first order. The structure of the method of rhythmcardiogram with
increased resolution formation has been described in the article. Moreover, the analysis of the obtained results of
relative errors of rhythmcardiogram with the increased resolution has been performed by the applied segmentation
methods.

Key words: modeling, heart rhythm analysis, rhythm cardiogram, electrocardiosignal, segmentation
methods.
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Problem statement. Modeling and computer-aided analysis of heart rhythm is very
important not only for the heart and vascular structures condition diagnostics but for the
assessment of adaptive capabilities of a human body in general as well, as the heart rhythm
represents the degree of conformity and synergy of human body functioning as an integral
system [1, 2]. Nowadays, there are many stationary and portable computer diagnostic systems
of human heart rhythm analysis. Most of them are based on rhythmcardiosignal stochastic
mathematical models use and methods of its statistical analysis (in time and spectral domains)
by its single implementation (tracing), namely rhythmcardiogram which is the sorted sum of
values of heart cycles durations, for example in work [3]. The heart cycles durations are usually
defined as R-R intervals durations in registered implementation of the electrocardiosignal called
electrocardiogram.

Rhythmcardiosignal-based modeling and analysis of heart rhythm does not allow
detecting subtle, more detailed features of heart rhythm as rhythmcardiogram describes only
temporal variations of heart cycles durations but not all time intervals between the
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electrocardiosignal values per cycle for all its phases. Therefore, it is impossible to describe the
heart rhythm completely. In the papers [4, 5], a new approach to the heart rhythm analysis based
on the rhythmcardiogram with increased resolution has been substantiated aimed at more
adequate and informative description (representation) of the heart rhythm. The
rhythmcardiogram with increased resolution is the ordered sum of time intervals values
between the electrocardiosignal one-phase values among which R-R intervals occur. So, a
classic rhythmcardiogram is inserted into a rhythmcardiogram with increased resolution and
this is the argument to increase the level of informativeness in the heart rhythm analysis in
modern computer systems of functional diagnostics of human heart condition based on the
rhythmcardiogram with increased resolution.

There was shown in the papers [4, 5] that the rhythmcardiogram with increased
resolution can be quite reasonably considered as a discrete random rhythm function of a
conditional cyclic random process which is a mathematical model of electrocardiosignal.
Besides, the above-mentioned papers have substantiated the use of vector of random values as
a mathematical model of the rhythmcardiogram with increased resolution. The vector
dimension equals to the number of different phases in the electrocardiosignal for which certain
time intervals were determined which are the values of rhythmcardiogram with increased
resolution.

One of the most important stages of heart rhythm analysis by a rhythmcardiogram with
increased resolution is the process of this rhythmcardiogram formation from the
electrocardiogram as the resolution of the initial cyclic signal of heart electric activity. In the
previous papers [4, 5], the formation of a rhythmcardiogram with increased resolution was not
automatic but has to be performed by experts-cardiologists who have done the procedure
manually and it has resulted in low level of the whole process of heart rhythm analysis
automation.

The purpose of the article under discussion is to substantiate and apply the method of
rhythmcardiogram with increased resolution electrocardiosignal automatic formation from the
registered signal to increase the automation level of heart rhythm analysis on the basis of
rhythmcardiogram with increased resolution in the computer systems of human heart condition
functional diagnostics.

Known research analysis. There are numerous methods for a classic
rhythmcardiogram automatic formation from the electrocardiogram. All these methods are
based on the sequential implementation of three main stages: 1) electrocardiogram
segmentation into cycles that is mainly implemented by detection of QRS-complexes and R-
waves maxima of the electrocardiogram; 2) finding the differences between the time intervals
which correspond to the detected R-waves maxima for all pairs of the electrocardiogram
neighboring cycles; 3) building the rhythmcardiogram as a discrete function which is given on
the set of all time intervals where R-waves maxima were detected and the values of the function
in certain time intervals were equal to the difference between the time intervals which
correspond to the detected R-waves maxima for two neighboring cycles of the
electrocardiogram.

Four main classes of RR-intervals have been distinguished among the conventional
methods (algorithms): a) the algorithms making analysis of electrocardiosignals in time
domain; b) the algorithms based on frequency-temporal, including nonlinear, transformations
of electrocardiosignals; c) the algorithms that use the neural networks; d) combined, hybrid
algorithms that employs the combinations of algorithms from different classes [6—21].
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In the algorithms of the first class, the nonlinear transformations are widely used that
involve the electrocardiosignal integrating in a sliding window. Due to the above-mentioned
approach R-wave is detected by the electrocardiosignal level threshold which is fixed in
advance or detected adaptively. Different frequency and time transformations are used in the
second-class algorithms, namely, Fourier, Karhunen-Loeve, wavelet transformations. Neural
networks are used in the third-class algorithms for data processing aimed at electrocardiosignals
segments classification during their morphological analysis. Neural networks are also used for
adaptive matched filtration in the problems of QRS-complexes identification that enables
adapting to the electrocardiosignal non-stationary behavior. The last class of algorithms uses
different combinations of methods that allows eliminating the drawbacks of certain classes of
algorithms and it is mostly the synthesis of algorithms of classes (b) and (c) or (a) and (c). The
main disadvantage of the last class of methods and algorithms is considerable calculation
requirements to the resources of their implementation.

Paper purpose. The aim of the paper is to develop the method of electrocardiosignal
processing which allows increasing the level of heart rhythm analysis automation based on the
electrocardiosignal-based rhythmcardiogram with increased resolution in computer systems of
human heart condition functional diagnostics. The developed method not only enables the heart
rhythm analysis be automated on the basis of the rhythmcardiogram with increased resolution
but it is also more informative comparing to the conventional methods of heart rhythm analysis
based on the classic cardiointervalogram.

Problem statement. According to the above-mentioned problem and literature analysis
the main task of the article under consideration is to develop a method of rhythmcardiogram
automatic formation with increased resolution from the already-registered electrocardiogram
that enables complete automation of the heart rhythm analysis based on the processing of the
rhythmcardiogram with increased resolution and makes possible the increase of informative
value level of heart rhythm analysis in modern computer systems of functional diagnostics of
human heart condition.

Research methods. There was developed the method of rhythmcardiogram automatic
formation with increased resolution from the already-registered electrocardiosignal
implementation, namely from the electrocardiogram. There are many well-known mathematical
models of electrocardiosignals though their most complete and adequate description according
to the stochastic approach can be performed on the basis of a cyclic random process and a
conditional cyclic random process [22-25]. Conditional cyclic random process involves a
cyclic random process as its particular case. According to the papers [4, 5, 25], the process
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The mathematical model of a rhythmcardiosignal with increased resolution,
according to the papers [4, 5], is a discrete stochastic  process
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discrete set of real numbers , Where index ™M is the number of
electrocardiosignal cycle, and index ! is the number of electrocardiosignal count within its M
™ cycle. Number of counts L per electrocardiosignal cycle determines the rhythmcardiogram
resolution and specifies the number of phases per electrocardiosignal cycle which can be
derived by segmentation and detection methods while solving the task of rhythmcardiogram
automatic formation from the already-registered electrocardiogram.

As in case of classic rhythmcardiogram the process of automatic formation of the
rhythmcardiogram with increased resolution consists of three main stages: 1) determine the
phases of the same type corresponding the boundaries of the zones in all heart cycles of the
already-registered electrocardiogram; 2) detecting the phases of the same type within the
specified zones corresponding to maxima or minima of P-, Q-, R-, S- and T-waves, respectively;
3) finding the differences between the time intervals corresponding to the detected phases of
the same type (zones boundaries and waves maxima or minima) in all neighboring cycles of the
electrocardiosignal and building the rhythmcardiogram with increased resolution as a discrete
function specified on the set of all time intervals which correspond to the defined phases of the
heart cycle. In this case, the values of the function in certain time intervals equal to the
difference between the time intervals corresponding the detected phases of the same type for
two neighboring cycles of the electrocardiosignal (see Figure 1).
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Figure 1. The scheme of formation method of rhythmcardiogram with increased resolution

The first and second stages of the method of rhythmcardiogram with increased
resolution formation are the most difficult computationally and contribute greatly to its
automatic formation error. Phases of the same type detected in all heart cycles of the already-
registered electrocardiogram is provided by its segmentation into cycles and smaller segment-
zones (for example, P, T, U waves), and also, if necessary, determination of their extreme
(maximum and minimal) values. There are many well-known methods and algorithms of
electrocardiosignals segmentation. For instance, temporal, frequency-temporal algorithms
based on wave transformations and neural networks based algorithms are widely used classes
of electrocardiosignals segmentation algorithms [26-33]. Temporal algorithms involve the
analysis of amplitude characteristics of an electrocardiosignal and have low computational
complexity of their implementation. Their disadvantages include considerable sensitivity to the
presence of technical and biological artifacts of the studied electrocardiosignal. Frequency-
temporal algorithms based on wave transformation are characterized by high noise tolerance
though they are rather ambiguous concerning the choice of the best shape and length of the
window in which the studied electrocardiosignal is being analyzed. The use of neural networks
based algorithms allows solving the problems of recognizing and classification of the defined
diagnostic segments during the electrocardiosignal processing. The efficiency of such class of
algorithms operation mostly depends on the previously performed neural network training and
also on the efficient methods of previous processing as they are sensitive to the presence of any
noise in the electrocardiosignal.

In the current study, to solve a problem of electrocardiosignal segmentation there was
used the method developed in the papers [34, 35] based on the Brodsky-Darhovsky statistics
which is sensitive to any changes in mathematical expectation of the electrocardiosignal. The
considered method makes the already specified segments of the electrocardiosignal received by
the Brodsky-Darhovsky statistics more precise to increase the accurateness of
electrocardiosignal segmentation into cycles and smaller zones within the boundaries of each
cycle. Figure 2 shows the structural-functional scheme of the method of electrocardiosignal
segmentation applied in the paper that is based on the Brodsky-Darhovsky statistics and
rhythmcardiogram with increased resolution formation as a discrete rhythm function of
conditioned cyclic random process.

ISSN 2522-4433. Bicuux THTY, Ne 1 (97), 2020 https://doi.org/10.33108/visnyk_tntu2020.07 .............cc.covcceveennnen.. 127


https://doi.org/10.33108/visnyk_tntu2020.0

Method of vector rhythmcardiosignal automatic generation in computer-based systems of heart rhythm analysis

Input stochastic
cyclic signal
. Determining the Clarifying the
ézm (t) » Evj::taitsﬁ:;f —» local extremsof —» boundariesofthe
statistics segments T~ P
Dz{tm,, m=1C,I=1, L}
Evaluating th Forming of the Zone-cyclic Tw' (tml ! n)‘ m :LC’ I =1' L' nez
val Uat;ft‘ﬁ“cts;e@'"e"t initial segment structure, cyclic Function of the
(Preceding segmentation) structure structure rhythm of a
gseg (segment structure) deterministic
—I cyclic signal
A ¥ A €
Evalua:mgtthe cydic 4 Defining the zone-cyclic Rhythm evaluation
structure
Evaluating the structure )
countdowns of cycles .Formlng the
by the attribute discrete rhythm  f——
function
Evaluating the .
countdowns of cycles Formation of the Variable
By o cyclic structure
that are isomorphic in
relation to the order P<_Rhythm analysis
+ Stable
Number of cycles Evaluating the
C < Determining the countdowns of cycles
< .
number of cycles by the n:be?{lc of Estimating the value
T proximity ofthe period
. Yes No .
Evaluating the zone Evaluating the Te there zond Format{on of the
structure countdowns of zones |4 countd inthe zone-cyclic structure —
by the attribute cycle (segment structure)
+ A
Evaluating the
countdowns of zones
that are isomorphic in
relation to the order
Number of zones - Evaluating the
Determining the .
7 < number of zones in |4 countdowns of zones > Formation of the
by the metric of zone structure
the cycle s
proximity

Figure 2. The scheme of electorocardiogram segmentation method based on the Brodsky-Darhovsky
statistics and rhythmcardiogram with the increased resolution formation

Results of the research. Let’s consider an example of automatic formation of a
rhythmcardiogram with increased resolution based on the above described method. Figure 3

shows a curve of several cycles of the studied electrocardiogram. Figure 4 shows the result of
its segmentation based on the applied method.
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Figure 4. The results of the studied electrocardiogram
segmentation using the method based on the
Brodsky—Darhovsky statistics

Figure 3. The results of several cycles processing
of the studied electrocardiogram
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To compare the obtained results on the basis of Brodsky—Darhovsky statistics there was
performed the electrocardiogram segmentation and the rhythmcardiogram with increased
resolution was formed using the known method of segmentation based on the difference
function of the first order. Figure 5 shows a plot of rhythmcardiogram formed by the method
based on the Brodsky—Darhovsky statistics. Figure 6 presents a plot of rhythmcardiogram
formed by the method using the difference function of the first order.
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Figure 5. The results of rhythmcardiogram with the Figure 6. The results of electrocardiogram
increased resolution processing that is formed by the ~ processing with increased resolution that is based on
segmentation method, and detection of extreme the segmentation method, and detection of extreme
values of electrocardiogram zones, which is based on values of electrocardiogram zones based on the
the Brodsky—Darhovsky statistics difference function of the first order

Figure 7 shows the plots of relative errors of rhythmcardiogram with increased
resolution countdowns formation that correspond to R—R cardiogram intervals which were
obtained on the basis of the segmentation method and extreme values of electrocardiogram
zones that were detected based on the Brodsky—Darhovsky statistics (bullet points on the plot)
and on the basis of method using the difference function of the first order (triangles on the plot).
Figure 7 describes the plots of relative errors of rhythmcardiogram with increased resolution
countdowns formation that correspond to T-T intervals and that were obtained on the basis of
the segmentation method and extreme values of electrocardiogram zones detecting based on
the Brodsky—Darhovsky statistics (bullet points on the plot) and on the basis of method using
the difference function of the first order (triangles on the plot).
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Figure 7. The plots of relative errors of Figure 8. The plots of relative errors of
rhythmcardiogram with increased resolution rhythmcardiogram with increased resolution
countdowns formation that correspond to R-R countdowns formations that correspond to T-T
cardiogram intervals cardiogram intervals
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After the performed analysis of the relative errors plots of rhythmcardiogram with
increased resolution countdowns formation presented on figures 7 and 8, is can be seen that the
method of automatic formation of rhythmcardiogram with increased resolution based on the
Brodsky—Darhovsky statistics is more accurate than the same method based on the difference
function of the first order.

Conclusions. There was developed the method of rhythmcardiogram automatic
formation with increased resolution from the already registered electrocardiogram that makes
the process of heart rhythm analysis fully automated in computer systems of human heart
condition functional diagnostics. Moreover, the studied method is more informative comparing
to the conventional methods of heart rhythm analysis which are based on classic
cardiointervalogram. The method of rhythmcardiogram with increased resolution automatic
formation based on the segmentation method and extreme values of electrocardiogram zones
that were detected based on the Brodsky—Darhovsky statistics has proved to be more accurate
than the same method based on the difference function of the first order.
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VJIK 519.246

METOJ ABTOMATHYHOI'O ®OPMYBAHHSA BEKTOPHOI'O
PUTMOKAPAIOCUT'HAJIY B KOMI'IOTEPU30BAHHUX
CUCTEMAX AHAJII3Y CEPHEBOI'O PUTMY

Amnppii 3o3yas; SIpocaaB JlutBunenko; Haxia Jlynuk;
Cepriii JIynenko; Ouer ScHii

Teprnoninbcokuu HayionanrbHuu mexHivHuu yHigepcumem imeni leana Ilynios,
Tepnoninw, Yrpaina

Pe3tome. Bnepwe 06zpynmosano ma 3acmMoco8aHO  MemoO  A8MOMAMUYHO20  (POPMYBAHHSA
PUMMOKApOiozpamu 3 NiO8UUEHOI0 PO30INbHOIO 30AMHICI0 WIIAXOM ONPAYI0B8AHHS NONEPEOHbO 3apeccmpo8aHoi
enekmpoxapoioepamu. Januii memoo 0ac 3mMo2y NOGHICIMIO A8MOMAMU3YEAMU NPOYec aHAI3Y Cepyeso20 PUmmy
Ha 6asi pummokapdiocpamu 3 NiOGUUIEHOTIO0 PO30LTbHOIO 30AMHICINIO 8 ABMOMAMU30BAHUX KOMN TOMEPHUX
cucmemax QYHKYiOHANbHOI OlAeHOCMUKYU CMAHY cepysi THOUHU Ma € Oiltbul IHYOPMAMUBHUM Y NODIGHAHHI 3
BIOOMUMU  MeMOOAMU AHANI3Y CepYesoco pUumMmy HA OCHO8I KidcuyHoi kaplioinmepsanocpamu. Memoou
CMAamucmuyHo020 ONPAYIOEaHHs KapoioiHMepeaiospamuy peanizo8ani Ha 6azi mamemamudnol Mooeni y eueisioi
VYMOBHO2O YUKIIMHO20 BUNAOKOB020 NpOYecy, Wo € Haubilbul NOSHUM Ma A0eK8AmHUM ii ONUCOM V paMKax
cmoxacmuynozo nioxody. DopMmysanHs pummoxapoiozpamu 3 NIOSUWEHOI  PO30LIbHOI  30AMHICIIO
npPoBOOUMBCSL Y Mpu emanu.: nepuull nepeddayac u3HawenHs 0OHOMUNHUX as, AKi 6i0N0BIOAIOMb MeNCAM 30H
Y BCIX cepyesux YUukiax 3apeccmposanoi eiekmpoxapoioepamu, Opyeull — 0emexkmy8amnts 0OHOMUnHux ¢as y
Medlcax BU3HAYEHUX 30M, AKI GION0GI0Alomb excmpemymam 3y0yie, 6ionoeiono, mpemili eman nepedbauyac
BUSHAYEHHA DI3HUYb MidC BUSHAYEHUMU MOMEHMAMU 4acy, AKi 6i0nogioaioms 0emexkmo8aHum OOHOMUNHUM
gazam 8 ycix cyCiOHIX Yuxnax eiekmpoxapoiocucHany. /s 6USHAUEHHs MeXC cecMenmia y pooomi 6UKOPUCTAHO
8I00MI MemoOu Ce2MeHMYBAHH S, 30KpeMd Memoo, 8 OCHO8I K020 NoKladeHo cmamucmuky bpodcvkozo-
Jlapxoscbko2o ma memoo, 8 OCHO8I AK020 SUKOPUCHIOBYEMbCS PI3HUYEe8A YHKYIS nepuioco nopsioxy. Onucano
CMPYKMypu mMemooy (QOpMYy8aHHs pummorapoiozpamu 3 NiOGUUIEHOK PO30LIbHOK 30AMHICMIO, d MAKOJIC
NPOBEOEHO AnANi3 OMPUMAHUX PE3VTbMAMIE BIOHOCHUX NOXUOOK (YOPMYBAHHS pUMMOKAPIiocpamu 3 NiOBUUYEHOIO
PO30iNbHOIO 30AMHICMIO HA OCHOBI BUKOPUCIAHUX MeMO0i8 cecMenmayii.

Knrwouogi cnosa: moodentoganus, ananiz cepyesoco pummy, pummoxapoiozpama, enekmporapoiocuesHal,
Memoou cecmenmauii.
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